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Notice of Confidentiality
This presentation contains information related to projects that are currently 
in planning and/or development stages. This information represents the 
current intentions of Sun Microsystems, Inc. However, all aspects of these 
projects, including, but not limited to, funding, availability, shipping dates, 
configurations, capacities, performance, and all other characteristics are 
subject  to change and/or cancellation without notice.
This material is confidential to Sun Microsystems and should be disclosed 
to non-employees only under the terms of an executed confidential-
disclosure agreement.
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Steve Schlosser, 
Michael Ryan, Dave 
O’Hallaron(IRP)
~1 PB of data 
uncompressedImage 

Cardi CT
4GB per 3D scan,
1000s of scans/year

TerashakeSims
~1 PB for LA basin 
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Source :  Alex Szalay JHU, Scientifc Applications of Large Database 
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The Big Picture of Genomic Data
 The Imminent Data “deluge”

 Exponential growth of sequence data 
 Unstoppable growth of microarray data
 New petabytes of data set from Cell imaging 

technology
 “I am terrified by terabytes” -- Anonymous
 “I am petrified by petabytes” -- Jim Gray

 Technology Innovation
 “Moore’s Law”– computing capacity doubles every 18 

months
 True for the past 30 years
 Will hold true for the next 10 years (hopefully)
 No more or limit  frequency increase but many more 

cores
 Moore’s Law outpaced by growth of genomic 

data!
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The Gap  Computational Challenge
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Immersive Analysis  -   Turbulence
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Phillip B. Gibbons, Data-Intensive Computing Symposium 
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Progamming EnvironmentProgamming Environment
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Programming Model

Traditional HPC Prog Model
• Distributed Memory 

> Message Passing Interface (MPI)
> PGAS
> UPC

• Shared Memory
> Pthreads
> OpenMP

Message Passing / Shared Memory 
�Achieves very high performance when everything works well
�Requires careful tuning of programs
�Vulnerable to single points of failure



Sun Confidential – CDA Required

Source : Dean GhemawatGhemawat: : ““MapReduceMapReduce: Simplified Data : 
Processing on Large ClustersProcessing Clusters””, OSDI 2004, 2004
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Applications
Aggregate, store, and analyze data related to in-stream 

viewing behavior of Internet video audiences. 

Analytics 

Analyze and index textual information 

Analyzing similarities of user’s behavior. 

Build scalable machine learning algorithms like canopy 
clustering, k-means and many more to come (naive 
bayes classifiers, others) 

Charts calculation and web log analysis 

Crawl Blog posts and later process them. 

Crawling, processing, serving and log analysis 

Data mining and blog crawling 

Facial similarity and recognition across large datasets. 

Filter and index our listings, removing exact duplicates 
and grouping similar ones. 

Filtering and indexing listing, processing log analysis, 
and for recommendation data. 

Flexible web search engine software 

Gathering world wide DNS data in order to discover 
content distribution networks and configuration 
issues 

Generating web graphs 

Image based video copyright protection. 

Image content based advertising and auto-tagging for 
social media. 

Image processing environment for image-based 
product recommendation system 

Image retrieval engine 

Large scale image conversions

Generating web graphs 

Image based video copyright protection. 

Image content based advertising and auto-tagging for 
social media. 

Image processing environment for image-based 
product recommendation system 

Image retrieval engine 

Large scale image conversions  
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Source: Andréa Matsunaga, CloudBLAST: Combining MapReduce and Virtualization on 
Distributed Resources for Bioinformatics Applications



Sun Confidential – CDA Required

Source : Massimo Gaggero, et. Al,  Parallelizing bioinformatics applications
with MapReduce
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Source: Andréa Matsunaga, CloudBLAST: Combining MapReduce and Virtualization on 
Distributed Resources for Bioinformatics Applications
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High Energy Physics

 HEP data analysis, execution time vs. the 
volume of data (fixed compute resources

Total time vs. the number of compute 
nodes (fixed data)

Source: Jaliya Ekanayake 
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MapReduce Variation
DAG for the computation -  Isard et al. [13] proposed to allow 

programmers to specify a DAG for the computation. The DAG 
specification is sophisticated and a manual DAG representing an SQL 
query on an astronomy database was illustrated

PIG Latin - Olston et al. [15].   SQL-style declarative language

Hive -  SQL-Like Constructs + Hadoop Streaming
RHIPE-   a java package that integrates the R environment with Hadoop
HiMach  -  a framework inspired from MapReduce for the molecular dynamics 

solutions. HiMach allows users to write trajectory analysis programs 
sequentially, and carries out the parallel execution of the programs 
automatically.

DryadLinQ
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Comparison
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Minutes

1/16 the development time

Performance: 
1.5x Hadoop
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Architecture Architecture 
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Traditional Compute and  Storage 
Solution

IB Network
SAN

Archive

High Bandwidth
 Scalable Storage Cluster

Long-Term 
Data Retention

Compute Cluster

Object Storage Farm

Data Movers

Load

Near Line Archive

Home Directories
Tier 1 Archive

Metadata 
Servers
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500GB
48disks

500GB
48disks

500GB
48disks
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Latency Comparison 
Bridging the DRAM to HDD Gap
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Hierarchy-Savvy Parallel Algorithm 
Design (HI-SPADE) project
Goal: Support a hierarchy-savvy 

model ofcomputation for parallel 
algorithm design

Effectively Sharing a Cache among 
Threads [Blelloch & Gibbons, SPAA’04]
–First thread scheduling policy (PDF) with 

provably-good shared cache performance for 
any parallel computation

–W.r.t. sequential cache performance

Scheduling Threads for Constructive 
Cache Sharing on CMPs[Chen et al, 
SPAA’07]
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Summary

• Data Explosion at Exponential Rate or worse !!!
> Coming from new sensors, instruments and large simulation
> It has to be Archived !

• Some Experiment will add Petabytes or 10s of Petabytes 
per year
> Need scalable solutions (compute, network and storage)
> Locate  analysis to the data
> Spatial and temporal features essential 

• Need a New Paradigm
> Computational methods, algorithms

• Architecture Design or  “Plumbing” has to be carefully 
taken into account.
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Agenda
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Storage Comparison - 147GB Server-Class

Budgetary Cost $45/GB
37 DIMMS - $6,615

$20/GB
192GB SSD - 

$3,840

$3.30/GB
147GB HDD - $485

Power 
Consumption 463 Watts 2.5 Watts 12 Watts

Random I/O 1,000,000 IOP/s 10,000-50,000 IOP/
s 350 IOP/s

DRAM Server SSD HDD

NAND Flash Value Proposition
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Data Intensive Computing

500GB
48disks

500GB
48disks
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